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Western polyphonic music is typically composed of multiple simultaneous melodic lines of equal importance,
referred to as “voices.” Previous studies have shown that adult nonmusicians are able to encode each voice
in separate parallel sensory memory traces during passive listening. Specifically, when presented with
sequences composed of two simultaneous voices (melodies), listeners show mismatch negativity (MMN)
responses to pitch changes in each voice, although only 50% of trials are unchanged. Interestingly, MMN is
larger for the change in the higher compared to lower voice in both musicians and nonmusicians. This
high-voice superiority effect has also been found in nonmusician adults and 7-month-old infants presented
with two simultaneous tones, suggesting that a more robust memory trace for the higher-pitched voice might
be an innate or early-acquired characteristic of human auditory processing. The present study tested whether
musicians with experience playing a bass-range instrument (e.g., cello, double bass) would show a similar
high-voice superiority effect as musicians with experience playing a soprano-range instrument (e.g., violin,
flute). We found that musicians playing soprano-range instruments showed a high-voice superiority effect in
line with previous studies, but musicians playing bass-range instruments showed similar MMN responses for
both voices. These results suggest that with years of experience playing a lower-voiced instrument, cortical
encoding of the lower of two simultaneous voices can be enhanced to some extent despite the early developing
bias for better encoding of the higher voice.
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Auditory environments typically contain multiple overlapping
sounds. For example, it is not unusual in a social situation to
experience simultaneously several conversations, music, animal
noises, and various environmental sounds. Separating these differ-
ent sound sources is referred to as auditory scene analysis (Breg-
man, 1990). Music itself often contains multiple simultaneous
tones or melodies. For example, Western polyphonic music is
composed of two or more simultaneous melodic lines (often re-
ferred to as “voices”), which can carry equal importance in the
music. To process such music, it is crucial for individuals to be
able to separate and simultaneously analyze the individual melo-
dies as they unfold over time. Previous research has shown that for
both adults (Fujioka, Trainor, Ross, Kakigi, & Pantev, 2005;
Fujioka, Trainor, & Ross, 2008) and infants (Marie & Trainor,
2012), separate memory traces are formed in auditory cortex for
each of two simultaneous voices. Furthermore, these studies have
shown a high-voice superiority effect in that the memory trace for
the higher-pitched voice is more robust than that for the lower-
pitched voice. The purpose of the present experiment is to inves-
tigate whether experience playing a higher-pitched (soprano-
range) compared with lower-pitched (bass-range) musical
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instrument affects the encoding of polyphonic music, in particular,
whether the high-voice superiority effect is modified by intensive
experience playing the lowest line in a musical ensemble.

For both musical and nonmusical sounds, to determine what
auditory objects are present, the auditory system must perform a
spectrotemporal analysis of the incoming sound wave to determine
which components belong together (e.g., the harmonics of a single
sound source such as a musical instrument or a talker, or the
successive sounds of an instrument or talker) and which groups of
components belong to separate objects (e.g., two different instru-
ments or two different talkers). These processes are known as
auditory stream integration and segregation, respectively, and to-
gether they constitute auditory scene analysis. Bregman (1990)
proposed that much of auditory scene analysis occurs automati-
cally and preattentively, and this is corroborated by numerous
event-related potential (ERP) studies based on electroencephalo-
graph (EEG) or magnetoencephalograph (MEG) recordings (e.g.,
Brattico, Winkler, Näätänen, Paavilainen, & Tervaniemi, 2002;
Lee, Skoe, Kraus, 2009; Nager, Teder-Sälejärvi, Kunze, & Münte,
2003; Ritter, Deacon, Gomes, Javitt, & Vaughan, 1995; Shinozaki
et al., 2000; Sussman, Ritter, & Vaughan, 1999; Winkler,
Paavilainen, Näätänen, 1992; Yabe et al., 2001). Many of these
studies measure the mismatch negativity (MMN) component of the
ERP. MMN is seen between approximately 150 and 250 ms after
the onset of a deviant sound in a stream of standard sounds. The
deviance can involve a change in any sound feature such as pitch,
duration, loudness, or timbre, as well as a change in sound cate-
gory (e.g., one phoneme to another) or a change in the pattern of
the presented sounds, such as a reversal in order (Näätänen,
Gaillard, & Mäntysalo, 1978; for reviews, see Näätänen,
Paavilainen, Rinne, & Alho, 2007; Näätänen & Winkler, 1999;
Picton, Alain, Otten, Ritter, & Achim, 2000). MMN is observed
even when listeners are paying no attention to the sounds. Thus,
MMN is thought to reflect an automatic process of updating of
sensory memory traces when the brain fails to predict the next
sound event as in the case of deviant sounds. MMN is only
produced when deviants are relatively rare, and the size of the
MMN increases as the ratio of deviants to standards decreases.

Fujioka and colleagues investigated preattentive sound process-
ing for simultaneous musical streams or voices using MMN pro-
tocol. Measuring MEG, Fujioka et al. (2005) presented adults with
trials of two simultaneous five-note melodies, and introduced
deviants on the fifth note on 50% of trials, such that 25% contained
a wrong note in the higher, and 25% a wrong note in the lower,
melody. MMN was elicited by deviants in both voices, although
the overall deviance rate was 50%, indicating that expectations and
therefore separate memory traces were formed for the higher and
lower melodies. At the same time, MMN was larger for deviants in
the high than the low voice, reflecting a bias for better encoding of
the high voice. Furthermore, Fujioka et al. (2008) found the same
pattern of results with simplified stimuli, in which each standard
trial (50% of trials) consisted of a dyad of two simultaneous tones
rather than melodies, and 25% of trials contained a pitch change
(deviant) in the higher-pitched tone and 25% contained a pitch
change (deviant) in the lower-pitched tone. Again, MMN was
elicited by deviants in both streams, even with an overall deviance
rate of 50%, suggesting that separate memory traces were formed
for each stream of tones. Moreover, the results showed a high-
voice superiority effect as well, with larger MMN elicited by

deviants for the higher-pitched than lower-pitched tone. Finally,
similar results have recently been found in 7-month-old infants
(Marie & Trainor, 2012). The results of this last study indicate that
simultaneous sound processing and, more surprisingly, the high-
voice superiority effect emerge early in development, suggesting a
possible innate basis. However, little is known about whether this
bias can be modified by experience-related neuroplastic changes.
Over the past 15 years, there has been a great deal of research
examining how musical training or expertise affects brain func-
tions and, more specifically, influences auditory processing (for
reviews, see Besson, Chobert, & Marie, 2011a; Kujala &
Näätänen, 2010; Trainor & Corrigall, 2010). Related to the pro-
cessing of sound during passive listening, the general conclusion
across the literature is that musicians seem to have better process-
ing abilities as compared with nonmusicians. For instance, musi-
cians are able to discriminate pitch changes among unfamiliar and
familiar tone patterns faster than nonmusicians, as indexed by a
shorter MMN latency (Brattico, Näätänen, & Tervaniemi, 2001).
They show larger MMN to changes in melodic contour and inter-
val structure than nonmusicians (Fujioka, Trainor, Ross, Kakigi, &
Pantev, 2004). When pitch deviations are introduced in polyphonic
and single-voice contexts, musicians show a better encoding of
these variations, reflected by larger MMN, than nonmusicians
(Fujioka et al., 2005). Outside the domains of pitch processing,
musical expertise influences duration processing, as well as the
ability to detect changes in temporal structure and in numerical
regularity (e.g., Marie, Kujala, & Besson, 2012; Rüsseler, Alten-
müller, Nager, Kohlmetz, & Münte, 2001; van Zuijen, Sussman,
Winkler, Näätänen, & Tervaniemi, 2005; Vuust et al., 2005, Vuust,
Ostergaard, Pallesen, Bailey, & Roepstorff, 2009). It is even the
case that certain aspects of speech processing, such as meter and
suprasegmental and segmental pitch features, are also enhanced by
musical training (for a review, see Besson, Chobert, & Marie,
2011b). These results suggest that through years of intensive
training with a musical instrument, musical expertise is associated
with improved sound processing.

Most related to our concern, different types of musical experi-
ence appear to affect the way musicians process musical sounds.
For example, Pantev, Roberts, Schulz, Engelien, Ross (2001)
demonstrated that brain responses to trumpet sounds are larger in
trumpeters compared with violinists, whereas the opposite pattern
is true for violin sounds. Musicians who did not use musical scores
when practicing or playing an instrument showed greater behav-
ioral discrimination and an enhanced MMN to contour changes
compared with those playing with a score and with nonmusicians
(Tervaniemi, Rytkonen, Schröger, Ilmoniemi, & Näätänen, 2001).
In addition, Seppänen, Brattico, & Näätänen (2007) demonstrated
that there can even be differences between musicians, depending
on their preferred practice strategies such as reading a musical
score, improvising, playing by ear, and rehearsing by listening to
recordings. Those who preferred aural practicing were faster at
discriminating changes in melodic interval and contour compared
with those who preferred other practice strategies (see also Vuust,
Brattico, Seppänen, Näätänen, Tervaniemi, 2012). Thus, different
musical experiences can result in different cortical reorganizations
in the brain. Here we examined how specific musical training can
affect the processing of melodies in a polyphonic context.

The origin of the high-voice superiority effect is not yet well
understood. The fact that it is present already in young infants
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suggests that it either has an innate origin or is readily learned
through exposure to Western music, in which the most important
melody line is typically placed in the highest voice. However, it is
not clear to what extent the high-voice superiority effect is mal-
leable by experience beyond the infancy period. If it is modifiable,
we expected that musicians with experience playing cello or bass
lines in an ensemble would overcome this bias and show larger
and/or earlier MMNs to pitch changes in the lower than in the
higher voice compared to musicians with experience playing violin
or flute lines in an ensemble, who would be expected to show a
typical high-voice superiority effect.

Materials and Methods

Participants

Twenty-five adult musicians were tested. Three were excluded
owing to excessive artifacts in the EEG data, leaving 22 musicians
in the final sample (12 male and 10 female individuals; mean
age � 29.8 years). After providing informed written consent to
participate, musicians completed a questionnaire for auditory
screening purposes and to assess musical and linguistic back-
ground. Subjects were required to be trained musicians who were
playing regularly in a musical group (e.g., orchestra, ensemble,
choral) with more than 5 years of training on their main instru-
ment. Eleven subjects (mean age � 30 years, SD � 12) played
instruments in the higher voice register (violin, flute, soprano
singer; mean training � 21 years, SD � 8; see Table 1 for details).

Eleven subjects (mean age � 28 years, SD � 11) played instru-
ments in the lower voice register (bass, cello, or bass-vocal-range
singer; mean training � 15 years, SD � 10; see Table 1).

Stimuli

The two five-note melodies (A, B) from Fujioka et al. (2005)
were used. They were composed using the first five diatonic scale
notes of the Western major scale (e.g., C, D, E, F, and G). In the
key of C major, Melody A was the sequence “C-D-F-E-G” and
Melody B was “G-F-D-C-E.” Melodies A and B were combined in
two versions (see Figure 1), one with Melody A in the high voice
(C5–G5) and Melody B in the low voice (C4–G4; American
notation, High-A/Low-B) and one with the voices reversed (High-
B/Low-A). Deviant versions were created by either raising the last
note of Melody A by one tone (one-sixth octave) or lowering the
last note of Melody B by one tone. This created four deviant
versions: High-A, Low-A, High-B, and Low-B. These changes did
not alter the pitch contours of the melodies. From one trial to the
next, the combined melodies were transposed to one of eight keys
sequenced in the order “C-E-C#-F-D-F#-D#-G” to avoid potential
priming effects that could arise from absolute and not relative pitch
processing. For both melody-voice combinations (High-A/Low-B
and High-B/Low-A), the sequences of stimuli were presented in an
oddball paradigm. Sixty-four percent of the trials were presented
with the standard last note (see Figure 1). Thirty-six percent of the
sequences were presented with either the deviant last note in the
high voice (18%) or the low voice (18%). Although Melodies A

Table 1
Musical Background of Each Participant

Participants First instrument Practice first (yr) Music theory (yr) Second instrument Practice second (yr)

Bass-range players
1 F Cello 36 7 Viola da Samba 8
2 M Bass 6 15 Piano 17
3 M Bass 16 5 Drums 20
4 M Bass vocal 34 3 Saxophone 2
5 M Bass 5 1 Guitar 9
6 M Upright bass 8 6 Electric bass 11
7 F Cello 15 4 Piano 10
8 M Cello 15 1 Piano 21
9 M Bass vocal 10 4 none —
10 M Cello 8 5 Piano 6
11 F Cello 15 10 Piano 16
Mean 15.3 5.6 12
SD 10.5 4.1 6.3

Soprano-range players
1 F Soprano vocal 30 0 Cello 5
2 M Flute 35 5 none —
3 F Flute 15 6 Piano 20
4 M Violin 29 12 Piano 6
5 F Flute 27 14 Piano 6
6 M Violin 27 8 Piano 20
7 F Violin 16 5 Piano 15
8 F Violin 10 3 Piano 10
9 F Flute 11 10 Piano 4
10 F Violin 15 10 Piano 15
11 M Violin 14 0 Viola 3
Mean 20.8 6.6 10.4
SD 8.8 4.6 6.6

Note. M � male; F � female.
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and B used the same group of five notes for standards, they had
different notes at each time point in the melodies. The harmony at
each time point was always musically consonant, even in the
deviant versions. The sound files were created from digitally
recorded piano timbres for each note at a sampling rate of 44,100
Hz. The duration of each note was 300 ms for a total melody length
of 1,500 ms. Successive trials were separated by a 900-ms silent
interval.

Procedure

All participants were tested individually. The procedure was
explained to each participant, who gave consent to participate. The
procedures were cleared by the McMaster Research Ethics Board.
Each participant sat in the sound-attenuated room (Industrial
Acoustics Company) facing a loudspeaker and a screen placed 1 m
in front of their head. During the experiment, the participant
watched a silent movie with subtitles and was instructed to pay
attention to the movie and not to the sounds that were coming from
the loudspeaker. They were also asked to minimize their move-
ment, including blinking and facial movements, so as to obtain the
best signal-to-noise ratio. Four blocks of 384 trials each were
presented using E-prime software in pseudorandom order such that
trials of the same deviant never followed successively. Each block
lasted approximately 12 min. Two blocks contained Melody A in
the higher voice and Melody B in the lower voice, and two blocks
contained the reverse combination.

EEG Recording and Processing

EEG data were recorded at a sampling rate of 1,000 Hz from
128-channel HydroCel GSN nets (Electrical Geodesics, Eugene,

OR) referenced to Cz. The impedance of all electrodes was � 50
k� during the recording. EEG data were band-pass filtered be-
tween 0.5 and 20 Hz (roll-off � 12 dB/oct) using EEprobe soft-
ware. Recordings were re-referenced off-line using an average
reference and then segmented into 500-ms epochs (�100 to 400
ms relative to the onset of the last note of the melody). EEG
responses exceeding �70 �V in any epoch were considered arti-
facts and excluded from the averaging.

ERP Data Analysis

For each participant for each condition (High-A/Low-B, High-
B/Low-A), responses to standards and each of the two deviants
were averaged separately, and difference waveforms were com-
puted for each condition and participant by subtracting ERPs
elicited by the standards from those elicited by each of the devi-
ants. Thus, four different difference waves were created, one for
each of the deviants High-A, Low-A, High-B and Low-B in both
the bass-range and soprano-range musicians. Subsequently, for
statistical analysis, 70 electrodes were selected and divided into
four groups for each hemisphere (left and right) representing
frontal, central, occipital, and temporal regions (FL, FR, CL, CR,
OR, OL, TL, TR; see Figure 2). Grouping the electrodes in this
way enhances signal-to-noise ratios and enables examination of
the average response across classic scalp regions. Fifty-eight elec-
trodes were excluded from the groupings owing to the following
considerations: electrodes on the forehead near the eyes to further
reduce the contamination of eye movement artifacts, electrodes at
the edge of the geodesic net to reduce contamination of face and
neck muscle movement, electrodes in the midline to enable com-

Figure 1. Description of the stimulus sequences illustrated in musical
notation. Two different melodies (A and B) are played simultaneously in
high and low voice corresponding to two lines in musical notation. Both
melodies consist of five notes with a standard or a deviant terminal note.
In the High-A/Low-B case, the high voice is Melody A and the low voice
is Melody B (top), whereas in the High-B/Low-A case, the melody–voice
combination was reversed (bottom).

Figure 2. The grouping of electrodes in the geodesic net. Of 128 elec-
trodes, 70 were selected to be divided into four groups (frontal, central,
occipital, and temporal) for each hemisphere. The waveforms for all
channels in each region were averaged together to represent EEG responses
from that scalp region. Open circle with black solid line, frontal left; open
circle with black dotted line, frontal right; dark gray filled circle with black
solid line, central left; dark gray filled circle with black dotted line, central
right; light gray filled circle with black solid line, occipital left; light gray
filled circle with black dotted line, occipital right; open circle with gray
solid line, temporal left; and open circle with gray dotted line, temporal
right.
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parison of the EEG response across hemispheres; and parietal
electrodes where MMN amplitude is close to 0 �V.

To analyze MMN amplitude, first the most negative peak in the
right frontal region (FR) between 150 and 250 ms after stimulus
onset was determined from the grand average difference waves for
each of the four conditions (High-A, Low-A, High-B, Low-B), and
a 50-ms time window was constructed centered at this latency. For
each subject and each region, the average amplitude in this 50-ms
time window for each condition was used as the measure of MMN
amplitude. Finally, the latency of the MMN was measured as the
time of the most negative peak between 150 and 250 ms at the FR
region for each subject, for each condition, as visual inspection
showed the largest MMN amplitude at this region. Analyses of
variance (ANOVAs) were conducted on amplitude and latency
data. Greenhouse–Geisser corrections were applied where appro-
priate, and Tukey post hoc tests were conducted to determine the
source of significant interactions.

Results

MMN Amplitude

Amplitude. A five-way ANOVA was conducted with Group
(soprano, bass) as a between-subjects factor; Voice (high, low),
Melody (A, B), Hemisphere (left, right), and Region (frontal: FL
and FR; central: CL and CR; temporal: TL and TR; occipital: OL
and OR) as within-subject factors; and MMN amplitude as the
dependent measure. The main effects of Group (F(1, 20) � 0.33,
p � .57) and Voice (F(1, 20) � 1.94, p � .17) were not significant.
However, there was a significant interaction between Group and
Voice (F(1, 20) � 4.79, p � .04). Post hoc tests showed a slight
trend for a larger MMN difference between soprano-range and
bass-range players on the Low voice (p � .23) but no trend for a
group difference for the High voice (p � .82, see Table 2 for
details). As can be seen in Table 2, differences appear to be largest
at FR and CR regions. Moreover, an interaction between Group by
Voice by Melody by Region was significant (F(3, 60) � 4.52, p �
.03). No other interactions were significant.

To better understand these interactions, four-way ANOVAs
were conducted separately for each group, with Voice, Melody,
Hemisphere, and Region as within-subject factors. For soprano-
range players, the main effect of voice was significant (F(1, 10) �
6.08, p � .03, partial eta squared [�p

2] � .38), revealing larger
MMN responses for the higher than for the lower voice (see
Table 2 and Figure 3). No other main effects or interactions
were significant. For the bass-range players, the main effect of
voice was not significant (F(1, 10) � 0.33, p � .57, �p

2 � .03;
see Table 2 and Figure 3), revealing that MMN responses were
not larger for the higher than for the lower voice. No other main
effects or interactions were significant (see Figure 4).

MMN Latency

A three-way ANOVA with Group as a between-subjects factor,
Voice and Melody as within-subject factors, and latency at region
FR as the dependent measure revealed a main effect of melody
(F(1, 20) � 19.46, p � .001], with significantly shorter MMN
latency to deviants in Melody A (148 ms) than to deviants in
Melody B (163 ms, see Figure 5). No other main effects or
interactions were significant.

Discussion

In Western polyphonic music, the melody is mostly commonly
placed in the highest voice, but it is not known to what extent this

Table 2
Detailed Mean MMN Amplitude (Value in �V) for Each Group,
for Each Voice and Each Region by Hemisphere

Soprano-range
players

Bass-range
players

Regions
High
voice

Low
voice

High
voice

Low
voice

Frontal left �0.81 �0.37 �0.34 �0.39
Frontal right �0.33 �0.18 �0.55 �0.44
Central left �0.58 �0.30 �0.27 �0.33
Central right �0.18 �0.14 �0.54 �0.35
Occipital left 0.23 0.13 0.41 0.28
Occipital right 0.43 0.24 0.25 0.13
Temporal left 0.11 0.10 0.47 0.45
Temporal

right 0.56 0.36 0.17 0.18

Note. An inversion of MMN polarity in the occipital and temporal
regions.

Figure 3. Difference waveforms (deviant�standard) in (A), the group of
soprano-range players (n � 11) and (B), and the group of bass-range
players (n � 11) for the High voice (black line) and the Low voice (dashed
line). Deviants in Melody A and B were combined for each voice.
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is a cultural convention or a result of innate biological constraints
on perception. Previous research using EEG and MEG indicates
that a high-voice superiority effect is found both in adults (Fujioka
et al., 2005, 2008) and in infants (Marie & Trainor, 2012). The
infant findings suggest that innate constraints might play a role.
Here we investigated whether musical experience might also play
a role. Specifically, we tested whether the experience of playing a
soprano-range compared to a bass-range instrument modifies the
high-voice superiority effect. The results indicated that this effect
is indeed malleable by experience beyond the infancy period. As
expected, soprano-range players showed a high-voice superiority
effect as reflected by larger MMN amplitude for deviants in the
high voice than in the low voice. Of most interest, bass-range
players did not show a high- or low-voice superiority effect. Post
hoc analyses indicated that there was a slight trend for bass-range
musicians to show higher-amplitude MMN for changes in the low
voice than soprano-range musicians, but no trend for a difference
between groups for the high voice.

Across both groups of musicians, we found that MMN latency
was shorter in response to deviants in Melody A than in response
to deviants in Melody B, regardless of the voice assignment. This
effect is not related to the high-voice superiority effect, as Melody
A was in the high voice on half of the conditions, whereas Melody
B was in the high voice on the other half. The most likely
explanation is that in the case of Melody A, the deviant note did
not occur in the previous melodic context, whereas in the case of
Melody B, the deviant note was identical to the third note of the
melody (see Figure 1). Thus, the deviant note in Melody B may

have been less novel than the deviant note in Melody A, causing
a slight delay in processing the change. Another interpretation of
the different MMN latencies for the two melodies is that they
resulted from the fact that the deviant last note in Melody A was
higher in pitch than the last note of the standard melody, causing
an increase in the size of the final interval (minor third to perfect
fourth), whereas in Melody B, the deviant last note was lower in
pitch, causing a decrease in the size of the final interval (major
third to major fourth). However, note that the size of the deviance
was identical in both cases (a major second), so if this explanation
is correct, it implies that increases in pitch are easier to detect than
decreases. A third possibility is related to tonal structure. Melody
A might be considered to be more stable than Melody B, as it
begins on the tonic (first and most stable note of the scale) and
ends on the dominant (fifth and second most stable note). How-
ever, previous work indicates that MMN is little affected by tonal
structure; rather, it is primarily affected by the physical size of the
change rather than the meaning in terms of musical scale and key
(e.g., Näätänen, Pakarinen, Rinne, & Takegata, 2004; Trainor,
McDonald, & Alain, 2002; Trainor & Zatorre, 2009), making this
explanation unlikely. In any case, it would be interesting for future
studies to explore the perceptual and developmental origins of this
effect as well.

The presence of the high-voice superiority effect in young
infants suggests that it either has an innate origin or is readily
learned through exposure to Western polyphonic music, in which
the most important melody line is typically placed in the highest
voice. The present results indicate that, at the same time, the
high-voice superiority effect is malleable to some extent by exten-
sive experience playing the lowest voice in musical groups. Inter-
estingly, despite the many years of practice with a low-voice
instrument, we did not observe a complete reversal of this bias in
musicians who play bass-range instruments, in which case, we
would have seen a low-voice superiority effect. Rather, in these
musicians, the high and low voices appeared to be encoded equally
well, suggesting an interplay between an innate tendency for a
high-voice superiority effect and greater experience with lower-

Figure 4. High-voice superiority effect in both groups. Difference be-
tween the High-voice difference waves minus the Low-voice difference
waves.

Figure 5. Average difference waveforms for Melody A (black line) and for Melody B (dashed line) with both
groups combined. Shorter MMN latency for Melody A than for Melody B.
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than higher-voice parts. However, it is possible that we have
underestimated the effects of experience. As can be seen in Table
1, it is difficult to recruit musicians who play only one instrument,
and many musicians play the piano as a second instrument. Be-
cause pianists need to play all melody lines, and have much
experience playing the most important melody in the highest voice,
as a group, the bass-range instrument players likely had significant
experience playing high-voice melody parts. It is also possible that
bass instrument players with more extensive training than those in
our sample might have shown a low-voice superiority effect.
Finally, melodic context clearly affects how memory traces are
formed because the high-voice superiority effect appears to be
smaller with our polyphonic melody context than in the context of
a repeating dyad of complex tones (e.g., Fujioka et al., 2008; Marie
& Trainor, 2012). The present results thus suggest that musical
experience in playing a bass-range instrument can specifically
modify the degree of high-voice dominance even though it is
already present in young infants.

Conclusion

This study provides evidence that experience in the form of
extensive musical training can influence the high-voice superiority
effect in polyphonic music. Years of practice with a bass-range
instrument appears to enhance the encoding of the lower voice and
to modify the bias for better encoding of the higher melody.
Whereas musicians playing a soprano-range instrument demon-
strated a typical high-voice superiority effect, those playing a
bass-range instrument showed equal encoding of the high and low
voices. The presence of the high-voice superiority effect in young
infants and the fact that extensive experience playing a bass-range
instrument did not result in a low-voice superiority effect suggest
an innate bias toward superior encoding of the higher voice. At the
same time, modification of the high-voice superiority effect in
bass-range musicians indicates that the high-voice superiority ef-
fect is modifiable to some extent by experience.
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