
Stimulus, Task, and Learning Effects
on Measures of Temporal Resolution:
Implications for Predictors
of Language Outcome

Purpose: Some studies find that temporal processing ability predicts language
outcome whereas other studies do not. Resolution of this debate is hindered by the
variety of temporal measures used, nonsensory loading of the tasks, and differential
amounts of practice across studies. The goal of this study was to examine the effects of
stimulus properties, experimental task, and perceptual learning on listeners’ gap
detection performance.
Method:Gapdetection thresholds were obtained fromadults with normal hearing and
language ability. The effects of marker frequency similarity and marker duration on
thresholds were examined in yes-no, two-interval forced-choice (2IFC), and dual-pair
comparison tasks (which vary in nonsensory loading) over 4 days of testing.
Results: Thresholds were highest for gaps defined by markers with disparate
frequencies (1000 and 4000 Hz; i.e., between-channel gap detection), and with longer
(300 ms) trailing markers, obtained using yes-no and 2IFC tasks. However, these effects
were attenuated with training or the initial use of the dual-pair comparison task.
Conclusions: These results suggest that gap detection thresholds reflect a variety of
sensory and nonsensory factors. Understanding these underlying factors is critical to
any evaluation of the relation between temporal processing and language outcome.
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S peech and other complex auditory patterns contain many fine tem-
poral details that listeners must resolve for accurate encoding and
eventual understanding. Gap detection thresholds—the shortest

detectable interruption between two sounds—represent one common mea-
sure of temporal resolution. We examined how listeners’ gap detection
thresholds were affected by (a) stimulus factors, such as marker fre-
quency and duration; (b) nonsensory demands of the task; and (c) per-
ceptual learning.

Beyond addressing important basic questions of auditory temporal
processing, the present study is relevant to applied research that ex-
amines the potential role of basic sensory processes in deficits of reading
and language. The temporal processing hypothesis (also referred to as the
rate-processing constraint hypothesis) states that language outcome can
be predicted by measures of auditory temporal processing (e.g., Benasich
& Tallal, 2002; Tallal & Gaab, 2006; Tallal et al. 1996; Wright,
Lombardino, et al., 1997). This hypothesis has considerable prima facie
plausibility given that the relative timing and sequence of phonetic
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information are essential aspects of speech. Gap detec-
tion in particular may bear some relation to those pro-
cesses involved in the processing of speech (Phillips,
1999). For example, a temporal gap in the onset of voic-
ing provides a critical distinction between voiced and
unvoiced stop consonants (e.g., /b/ versus /p/ ). Gaps be-
tween words can also be important. For example, in-
creasing the duration of the silent interval between the
words gray and chip can cause listeners to perceive
great chip (Repp, Liberman, Eccardt, & Pesetsky, 1978).
Temporal processing has also been linked to reading
ability in that dyslexics, who show profound difficulties
in reading, also show deficits in tasks requiring the pro-
cessing of rapid visual and auditory stimuli.

However, the relation between temporal processing
and language deficits is not clear-cut. For example, a
number of studies have failed to find correlations be-
tween readingmeasures and thresholds for the detection
of gaps in noise (Ahissar, Protopapas, Reid, &Merzenich,
2000; Breier, Fletcher, Foorman, Klaas, & Gray, 2003;
Schulte-Körne, Deimel, Bartling, & Remschmidt, 1998).
On the other hand, links have been found between lan-
guage ability and backwardmasking (Ahissar et al, 2000;
Marler & Champlin, 2005; Wright, Lombardino, et al.,
1997), temporal order judgments (Au&Lovegrove, 2001),
and frequency discrimination (McAnally & Stein, 1996).

One contributing factor to the complexity of the
debate concerns the methodological variability across
studies. Reviews of the evidence acknowledge conflicting
conclusions (Habib, 2000; McArthur & Bishop, 2001).
Nevertheless, Farmer and Klein (1995, p. 485) argue
that the existing data “constitute sufficient evidence to
warrant further investigation of the link between tem-
poral processing deficits and dyslexia.” In their review,
McArthur andBishop (2001) identified the need to assess
the reliability and validity of the psychophysical tasks
used in individual subjects and to assess the variability
in measures of an individual’s performance in the task
across test sessions. It is an essential prerequisite that
any study of the predictive relation between temporal
processing and language outcome make use of psycho-
physical measures that reliably predict individual sub-
jects’ performance across test sessions as well as predict
performance on other tasks that aim to measure the
same underlying sensory and perceptual abilities (the
principle of converging operations; see, e.g., Benasich,
Thomas, Choudhury, &Leppänen, 2002). Ameasure (i.e.,
of temporal processing) cannot be expected to predict
something else (i.e., language outcome) if it cannot first
predict itself.

Despite many studies supporting and refuting the
temporal processing hypothesis, very few studies have be-
gun with a rigorous examination of the reliability and va-
lidity of their psychophysicalmeasures. Typically listeners

are tested once in a temporal processing task—usually
with stimuli that are novel to the listener—and the cor-
relation between performance on this task and perfor-
mance on language tasks is evaluated. In the present
study, we systematically examined the effects of spectral
and temporal stimulus characteristics, nonsensory task
demands, and perceptual learning. This approach per-
mits a better understanding of the role that different
stimulus and psychological factors play in gap detection
and of how these factors change with perceptual learning
across test sessions.

Stimulus Factors
Marker frequency. The auditory system performs a

spectral analysis on incoming sounds and encodes them
in terms of their component frequencies. This is achieved
bymeans of a tonotopically organized basilarmembrane
which projects to the auditory cortex via a collection of
channels in the auditory periphery that are tuned to dif-
ferent frequencies. Theway inwhich the auditory system
detects gaps in a stimulus is dependent on the spectral
properties of the gap markers themselves. If the leading
and trailingmarkers have the same or similar frequency
content, the gap (specifically, the offset of the leading
marker and the subsequent onset of the trailingmarker)
can be encoded within a common set of frequency chan-
nels (within-channel gap detection). However, if the lead-
ing and trailingmarkers havedifferent frequency content
then each marker is encoded by a different, nonoverlap-
ping set of frequency channels (between-channel gap
detection). As a consequence, the gap must be detected
using more central auditory mechanisms that inte-
grate information across multiple frequency channels.
A number of studies have shown dramatically increased
thresholds for between-channel, relative to within-
channel, thresholds (Fitzgibbons, Pollatsek, & Thomas,
1974; Formby,Gerber, Sherlock,&Magder, 1998; Formby,
Sherlock, & Li, 1998; Grose, Hall, Buss, & Hatch, 2001;
Phillips & Hall, 2000; Phillips, Taylor, Hall, Carr, &
Mossop, 1997; Taylor, Hall, Boehnke, & Phillips, 1999).
Furthermore, Phillips and Smith (2004) found that lis-
teners’ between- and within-channel gap detection
thresholds are only weakly correlated, suggesting that
different auditory processing mechanisms underlie per-
formance in the two tasks. Besides being a putative
measure of more central auditory processing, Phillips
(1999) has argued that between-channel gap detection
tasks may provide a better model of voice onset time
(VOT) perception than within-channel tasks because
the sounds before and after the delay are spectrally dis-
similar and activate different perceptual channels. In
the present study, marker frequency was manipulated
with the goal of examining the differential effects of
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perceptual learning and task demands on central
(between-channel gap detection) and peripheral (within-
channel gap detection) processes.

Marker Duration
Gap detection performance depends both on the du-

ration of the silent gap and also on the properties of the
soundmarkers used to generate the gap. The presence of
gaps may be obscured by leading markers due to the
effects of forward-masking and adaptation (Penner, 1977;
Wiegrebe & Krumbholz, 1999), and by trailing markers
due to the effects of backward masking. One important
reason for examining the role of backward masking in
gap detection is an observed relation between excessive
backward masking and language impairments (Hartley
& Moore, 2002; McArthur & Hogben, 2000; Wright,
Lombardino, et al., 1997).

We tested short (10 ms) and long (300 ms) trailing
markers to address the following questions. First, do
longer trailing markers increase thresholds through in-
creased backward masking? Previous research provides
mixed reports of the effects of duration. For example,
whereas Elliott (1964) reported no effects of noisemasker
duration on tone detection, the results of others (Penner,
1974; Penner, Cudahy,&Jenkins, 1974) do suggest some
effects of masker duration on backward masking of
clicks, particularly when the masker follows the target
within a criticalmasking interval of 10ms or less. In any
case, the potential masking of gaps by longer duration
trailing markers is particularly relevant to speech pro-
cessing given that vowels followingVOTgaps that define
consonants in speech are typically closer to 300 ms than
10 ms.

The second question examined here is whether back-
ward masking is affected by frequency differences be-
tween leading and trailing markers. As is the case with
duration effects in backward masking, reports of fre-
quency effects are mixed. Backward masking of tones by
narrow-band noise is greatest when the probe tone
frequency corresponds to the frequency of the noise
band (Elliott, 1967; Wright, 1964). However, using tone
maskers, Miyazaki and Sasaki (1984) failed to find
effects of masker frequency on backward masking of
tones.

Finally, what role do nonsensory factors (task de-
mands and perceptual learning) play in backwardmask-
ing of gaps? In this vein, previous studies have found
that the effects of backward masking can be reduced
with training (Bishop, Carlyon, Deeks, & Bishop, 1999;
Buss, Hall, Grose, &Dev, 1999; Kallman&Brown, 1986;
Marler, Champlin, & Gillam, 2001; Roth, Kishon-Rabin,
& Hildesheimer, 2001) and that backward-masking
thresholds are related to cognitive factors, such as IQ
(Hartley, Wright, Hogan, & Moore, 2000).

Experimental Task: Nonsensory Factors
The ability to discriminate gap and no-gap stimuli

was tested using three different experimental tasks. In
the yes-no task, listeners were presented with a single
stimulus, or interval, and were asked to decide whether
the stimulus contained or did not contain a gap. In the
two-interval forced-choice (2IFC) task, both the gap and
the no-gap stimuliwere presented on a given trial (in ran-
dom order), after which listeners decided which of the
two intervals contained the gap. In the dual-pair compar-
ison task (also referred to as a 4IAX task), stimuli were
arranged into two pairs, one of which had two identical
no-gap stimuli and the other of which contained one gap
stimulus and one no-gap stimulus. In this case, the listen-
ers’ taskwas to decidewhich of the pairswas different. It
is important to note that the dual-pair comparison task
is not a four-alternative forced-choice (4AFC) task inwhich
chance performance would be equal to 25%, but rather it
was a task in which each of the two intervals contained a
pair of stimuli.

The present study compares thresholds (at a fixed
percent correct) across tasks. This measure was adopted
primarily because it was straightforward to implement
in an adaptive staircase procedure, which permitted the
efficient testing of multiple experimental factors across
multiple test sessions. In terms of percent correct, com-
parisons across tasks are both straightforward and
problematic. Although the yes-no, 2IFC, and dual-pair
comparison tasks are equated in terms of chance per-
formance (50%), they each have different underlying d¶s.
In terms of detection-theoretic representations of the
decision spaceunderlying each task, percent correct for a
given d¶ in a 2IFC task exceeds that observed in a yes-no
task, and a yes-no task is, in turn, higher than that ob-
served in adual-pair comparison task (Macmillan,Kaplan,
& Creelman, 1977; Micheyl & Messing, 2006). However,
comparison across tasks is made more complicated by the
fact that numerous empirical tests have failed to find the
relations predicted by theory (Creelman & Macmillan,
1979; Jesteadt&Bilger, 1974), suggesting the additional
role of other factors such as interstimulus timing, stim-
ulus range, and perceptual memory that are not ad-
equately captured by themodels (Macmillan &Creelman,
2005). Although a detection-theoretic comparison of these
tasks would be desirable in many ways, these analyses
typically involve large numbers of trials performed by
highly practiced listeners and would therefore preclude
the present examination of early perceptual learning oc-
curring over a few relatively short test sessions.

The present comparison of performance in yes-no,
2IFC, and dual-pair comparison tasks is interesting be-
cause in all cases, the basic stimulus processing is equated.
That is, the stimulus differences to be detected between
gap and no-gap stimuli are the same.What differs across
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tasks is the cognitive processing required for correct
performance. In the yes-no task, listeners must identify
the single stimulus, using their memory of the gap and
no-gap stimuli. In the 2IFC task, listeners need only to
recognize the gap stimulus relative to the no-gap stim-
ulus presentedwithin that trial. Finally, in the dual-pair
comparison task, listeners need not even identify or rec-
ognize the gap but simply determine whether the stim-
uli in each pair are the same or different. It is therefore
reasonable to expect that as the task progresses from a
yes-no to a 2IFC to a dual-pair comparison task, the cog-
nitive demands placed on the listener decrease. Lending
credence to this assumption, Bishop and colleagues
(1999) found that children’s backward-masking thresh-
olds were higher when tested with a two-alternative
forced-choice task, inwhich children had to decidewhich
of the two intervals contained the tone, than with a
three-interval forced-choice task, in which childrenwere
required to decide which of the three intervals was dif-
ferent than the other two (though this study did not
control for differences in chance performance between
tasks). Alternatively, on the basis of tests of reminder
paradigms (reviewed by Macmillan & Creelman, 2005,
pp. 180–183), one might predict lower performance in
the dual-pair comparison task.

The primary value of the task manipulation is evi-
dent when one considers the potential predictive rela-
tion between gap-detection performance and reading
ability. Do the previously reported correlations between
temporal processing and reading reflect an assessment
of auditory temporal resolution, or do cognitive—task-
related—factors mediate this relation? Examining the
joint contribution of sensory processes, which aremore or
less constant across tasks, and cognitive processes, which
vary across tasks, will start to unravel this interaction.

Perceptual Learning
Experience and learning improve the ability to

respond to stimuli of all types (Gibson, 1969; Goldstone,
1998). Although many studies seek to avoid or control
the effects of learning or practice (i.e., within-subjects
perceptual studies), perceptual learning itself has been
the focus of many auditory studies. With training, lis-
teners show improved frequency discrimination (Irvine,
Martin, Klimkeit, & Smith, 2000), auditory pattern pro-
cessing (Leek & Watson, 1984), and sensitivity to non-
native speech contrasts (Logan, Lively, & Pisoni, 1991;
Wang, Spence, Jongman, & Sereno, 1999). In fact, the
potential for perceptual learning to occur is germane to
attempts (that stem from the temporal processing hy-
pothesis) to remediate language deficits through train-
ing in temporal processing tasks (Friel-Patti, Loeb, &
Gillam, 2001; Gillam, Crofford, Gale, & Hoffman, 2001;
Tallal et al., 1996). In support of this, auditory training

has been shown to improve children’s phonological pro-
cessing (Merzenich et al., 1996; Moore, Rosenberg, &
Coleman, 2005).

Perceptual learning has implications for tests of the
relation between perceptual measures and language out-
come. Initial performance levels may be quite different
than performance levels on a practiced task, and indi-
viduals may differ in the rate at which performance im-
proves (Karmarkar & Buonomano, 2003; Watson, Kelly,
& Wroton, 1976; Wright, Buonomano, Mahncke, &
Merzenich, 1997). Some kinds of tasks may be more
amenable to perceptual learning than others.

The present studymeasured thresholds on a variety
of gap detection tasks over 4 days of testing. Previous
studies have examined perceptual learning in temporal
processing tasks.Wright, Buonomano, et al. (1997) dem-
onstrated improvement in temporal-interval discrimina-
tion over 10 days of testing, in a task in which listeners
were asked to discriminate comparison intervals from a
standard interval of 100 ms defined by short 1-kHz tone
pips. Overall difference thresholds improved with train-
ing, though for some listeners they improved more than
others. Furthermore, Wright, Buonomano, et al. found
that learning generalized to 100-ms standard intervals
marked by a different frequency (4 kHz), but not to inter-
vals of different lengths defined by the same frequency
as that used in training. Some degree of temporal speci-
ficity of learning has also been found for the discrimina-
tion of intervals defined by vibratory pulses on the skin,
despite generalization to untrained skin locations and to
auditorily defined intervals (Nagarajan, Blake, Wright,
Byl, & Merzenich, 1998).

Scope of the Present Study
The present study tested performance in three re-

lated gap detection tasks (yes-no, 2IFC, and dual-pair
comparison) across 4 days of testing with two primary
stimulus manipulations—marker duration (10 ms or
300ms) andmarker frequency content (1000–1150Hz or
1000–4000 Hz). A number of predictions were made.

1. Thresholds would decrease with practice, both over
the course of 4 days of testing and within a test ses-
sion, the second threshold obtained being lower than
the first.

2. Thresholds would be higher for 1000–4000Hzmark-
ers, than for 1000–1150 Hzmarkers, which would be
consistent with previous tests of between-channel
gap detection.

3. Thresholdswould be higher for 300ms trailingmark-
ers than for the 10 ms trailing markers.

4. Thresholds would be higher in the yes-no tasks than
in the 2IFC and dual-pair comparison tasks, due to
the increased cognitive load.
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By testing gap detection under a variety of conditions,
in this study we aimed to assess both the sensory and
cognitive aspects of temporal resolution. Any such inter-
action would underscore the importance of considering
nonsensory factors when examining the relation between
auditory temporal processing and language ability.

Methods
Participants

Eighteen adult undergraduate students between 18
and 23 years of age were tested, all of whom had normal
audiometric thresholds and reported no language or
reading problems. Half of the listeners (n = 9) were as-
signed to the 10–10 ms marker duration condition, and
the other half (n = 9) to the 10–300 ms marker duration
condition (described subsequently). Participants were
paid $50 for completion of all four test sessions, within
the span of 1 week.

Stimuli
Listeners’ gap detection thresholdswere tested using

gap and no-gap stimuli, both of which consisted of lead-
ing and trailing tone markers. In the gap stimuli, the
duration of the gap between the leading and trailing
markers varied adaptively between 1 ms and 120 ms
from trial to trial. In the no-gap stimuli, the trailing
marker immediately followed the leading marker.

The use of sine tones in gap detection tasks poses
problems not present in other kinds of gap detection
tasks due to the introduction of a number of confounding
factors (see Formby & Forrest, 1991). These include the
creation of spectral splatter—energy at a range of fre-
quencies other than the nominal frequency—caused by
the abrupt onsets and offsets of sine tones. Further-
more, the use of any kind of discretemarker (as opposed
to gaps in continuous noise) introduces the potential
for confounds between the gap duration and the total
duration of the stimulus when the markers have fixed
durations. These factors are problematic because
they provide alternative potential cues (i.e., other
than gap duration) to the presence of a gap between
tone markers.

To control for these confounds, gap and no-gap stim-
uli were created as follows. Each marker consisted of
a single pure tone, temporally enveloped by a series of
overlapping Gaussian windows using a method adapted
from Schneider, Pichora-Fuller, Kowalchuk, and Lamb
(1994). EachGaussianwindowhad a standard deviation
of 1 ms, and the temporal offset between peaks of suc-
cessive windows was 1 ms. Consequently, the duration
of each marker was defined as the number of Gaussian

windows in the series. Gap size was defined in terms of
the number of 1-ms Gaussian windows between the last
window of the first marker and the first window of the
secondmarker. Schneider et al. demonstrated thatwhen
tones are enveloped in this way, the spectral density
functions of gap and no-gap stimuli are similar in terms
of the range and profile, thereby reducing the potentially
confounding role of spectral factors in gap detection.
Furthermore, when Schneider et al. reduced the stim-
ulus intensity, bringing remote frequency regions under
the threshold of audibility, they failed to find decreases
in performance that would be expected if listeners’ gap
detection performance were driven by the spectral cues.
As in Schneider et al., spectral density functions for gap
and no-gap stimuli (shown in Figure 1) show similar
ranges and profiles.

A number of different kinds of stimuli were created
using the general method just described. Two different
trailing marker durations were tested. In the 10-10 ms
condition, the leading and trailing markers were each
10ms in duration. In the 10–300ms condition, the lead-
ing marker was 10 ms long, and the trailing marker
was 300 ms long. The 10- and 300-ms-long markers
were created by using series of either 10 or 300 Gauss-
ian windows.

The effect of marker frequency separation was also
tested. In the 1000–1150 Hz condition, the leading and
trailing markers were 1000 and 1150 Hz, respectively.
In the 1000–4000 Hz condition, the leading and trailing
markerswere1000and4000Hz, respectively. The1000-Hz
marker was always in the leading position.

One unavoidable consequence of adding gaps of var-
ious durations between twomarkers of fixed durations is
that gap duration becomes perfectly correlated with the
total duration of the stimulus. As a result, listeners
could potentially perform the task by identifying the
longer stimulus as the one containing the gap without
resolving the temporal gap between markers. To control
for this confound, each gap stimulus had an associated
no-gap stimulus of equal total duration. In effect, this
was done by lengthening the durations of themarkers of
the leading and trailing markers in the no-gap stimuli.
However, this alone would introduce an additional com-
plication because lengthening themarkers in the no-gap
stimuli would increase their total power, or perceived
intensity, relative to the their associated gap stimuli.
Listeners could perform the task by identifying the less
intense stimulus as the gap stimulus without having
resolved the actual gap between markers. To control
for this, gap and no-gap stimuli were equated for total
power. One additional potential confound remains: that
of the relative intensity of the leading and trailingmark-
ers in the 10–300ms condition. There is a greater inten-
sity difference between the leading and trailingmarkers

1634 Journal of Speech, Language, and Hearing Research • Vol. 51 • 1630–1642 • December 2008



in the gap stimuli than there is between leading and trail-
ing markers in the no-gap stimuli.

Procedure
Listeners were seated in a single-walled, sound-

attenuated booth. Stimuli were presented through
Sennheiser HDA 200 headphones at 62 dB. Listeners’
gap detection thresholdswere obtainedusingan adaptive
2-down, 1-up staircase procedure (Levitt, 1971). This
procedure adjusts the gap duration from trial to trial, on
the basis of listeners’ correct/incorrect responses, in or-
der to find the gap duration corresponding to threshold
performance level of 71%. The staircase terminated after

eight reversals, and the geometric average gap duration
over the last six reversals was taken as the threshold.
Gap detection thresholds were obtained for both within-
and between-channel stimuli using three different exper-
imental tasks: yes-no, 2IFC, and dual-pair comparison.

In the yes-no task, listeners were presented with a
single gap or no-gap stimulus and were asked to identify
the stimulus as a gap or no-gap stimulus, presentedwith
equal probabilities. In the 2IFC task, listeners were
presented with a pair of stimuli (one gap stimulus and
one no-gap stimulus in a random order) and were asked
to decidewhich of the two stimuli contained the gap. The
interstimulus interval (ISI) was 500ms. In the dual-pair
comparison task, listeners were presented with two pairs

Figure 1. Waveforms and spectral analyses for gap and no-gap stimuli (20 ms given here as an example) shown with marker frequencies of
1000–1150 Hz and 1000–4000 Hz and marker durations of 10–10 ms and 10–300 ms. Gap and no-gap versions of each stimulus pair are
equated for total power and duration and have similar spectra.
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of stimuli. One pair contained twono-gap stimuli, and the
other pair contained one gap and one no-gap stimulus.
The ISI between stimuliwithin eachpairwas500ms, and
the ISI betweenpairswas 1,000ms. Listenerswere asked
to judge which of the two stimulus pairs contained dif-
ferent stimuli. No feedback was given.

Listeners were assigned to either the 10–10 ms or
10–300 ms marker duration condition, and tested on 4
different days over the course of aweek.On eachday, two
thresholds were obtained for each marker frequency
condition (1000–1150 Hz and 1000–4000 Hz) and each of
the three experimental tasks (yes-no, 2IFC, and dual-pair
comparison). The order of conditions tested on each day
was counterbalancedacross listeners, and for each listener,
the task was counterbalanced across days. The decision
to test the effect of marker duration between subjects
wasmade for practical reasons: to limit the duration of a
testing session to 1 hr and to avoid excessively complex
counterbalancing.

Results
Two gap detection thresholdswere obtained for each

listener in each experimental condition on each day. The
averages of these two thresholds, averaged across lis-
teners for marker duration (10–10 ms and 10–300 ms),
marker frequency (1000–1150 Hz and 1000–4000 Hz),
and task (yes-no, 2IFC, and dual-pair comparison), are
plotted as a function of testing day (1, 2, 3 and 4) in
Figure 2. A preliminary analysis of the data revealed
that the variances were not homogenous across levels of
the experimental factors. In particular, thresholds that
were higher on average tended to be more variable. In
order to correct for this, for the purpose of adhering to
the assumptions of analysis of variance (ANOVA), the
data were log (base 10) transformed. Furthermore, a
number of violations of the sphericity assumption were
detected and remedied using Greenhouse-Geisser cor-
rections. In all cases, the corrected analyses replicated
those in which sphericity was assumed, and so, for the
sake of simplicity of presentation, the uncorrected anal-
yses are presented in the following paragraphs.

In comparing thresholds across tasks, response bias
is a potential concern, particularly for the yes-no task in
which in the gap duration can vary over a sequence of
trials in which only one of the stimulus type (i.e., gap or
no gap) is presented. An analysis revealed a neutral bias
overall: 48.9% “gap” responses in the yes-no task; 50.8%
“second interval contains gap” responses in the 2IFC
task; and 45.7% “second pair of stimuli are the same”
responses in the dual-pair comparison task.

The transformed thresholds were submitted to a
five-way repeated measures ANOVA examining the
between-subjects factor of marker duration (10–10 ms

vs. 10–300 ms) and the within-subjects factors of marker
frequency (1000–1150Hzand1000–4000Hz), experimen-
tal task (yes-no, 2IFC, and dual-pair comparison), testing
day (1 to 4), and replication (first or second threshold
obtained).

Significant main effects were found for all factors
tested.As expected, therewas a significantmain effect of
testing day, F(3, 48) = 21.03, p < .001, with thresholds
showing a significant linear trend,F(1,16)=31.69, p< .001,
across days. No significant higher order trends were
observed.

As expected, a significant main effect of marker
frequency was found, F(1, 16) = 93.70, p < .001, with
higher thresholds for 1000–4000 Hz markers than for
1000–1150 Hz markers. A significant main effect of task
was found, F(2, 32)=22.28, p < .001, with higher thresh-
olds in the yes-no and 2IFC tasks than in the dual-pair
comparison task. A significant main effect of trailing
marker duration was found, F(1, 16) = 11.04, p < .01,
with higher thresholds for the 10–300ms group than for
the 10–10 ms group. Finally, a significant effect of rep-
etition was found, F(1, 16) = 17.58, p < .001, with the sec-
ond threshold obtained on a given day being lower than
the first.

A number of significant interaction effects were
also found. The two-way interaction of MarkerDuration ×
Task, F(2, 32) = 9.36, p < .01, illustrates that the nega-
tive effect of longer (300 ms) trailing markers on gap
thresholds was strongest in the yes-no task (p < .001;
Bonferroni adjustments for all multiple comparisons)
and 2IFC task (p < .005) and could be alleviated by
using a less cognitively demanding dual-pair compar-
ison task (ns).

A significant two-way interaction of Marker
Frequency × Task, F(2, 32) = 5.48, p < .01, was found.
Thresholdswere significantlyhigher for the1000–4000Hz
markers than for the 1000–1150 Hzmarkers in all tasks
(all ps < .001); themagnitude of the differencewas slightly
greater for the 2IFC task.

A significant two-way interaction of Marker
Frequency × Marker Duration was found, F(1, 16) =
20.96, p < .001. This interaction reflects an increased
effect of marker frequency separation for the 10–10 ms
group (p < .001), than for the 10–300 ms group (p < .01).

A significant two-way interaction of Task × Marker
Duration was found, F(2, 32) = 9.36, p < .001. The in-
crease in thresholds associated with longer (i.e., 300 ms)
trailingmarkerswasgreatest for theyes-no task (p< .001),
followed by the 2IFC task (p < .005), and was smallest for
the dual-pair comparison task (ns). All other interaction
effects were nonsignificant.

Although the repetition factor did not interact sig-
nificantly with other factors, which would provide evi-
dence for varying degrees of reliability across conditions,
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it is nevertheless worthwhile to examine differences
between the first and second threshold obtained, as a
function of other factors. As is shown in Figure 3, change
in threshold ismost often in the direction of improvement
(reflecting the main effect of repetition discussed previ-
ously). Also, the few examples of large within-session im-
provement generally occurred onDay 1, but the degree of
this improvement varied widely across listeners. How-
ever, inmost cases thresholds obtained on each repetition
were reliable to within a few milliseconds of each other.

Discussion
Listeners’ ability to detect gaps varies considerably,

both between and within listeners as a function of the

spectral and temporal properties of the markers, the
experimental task, and practice. These effects demon-
strate the different roles of sensory and cognitive processes
engaged in temporal processing in different contexts.
Many of these factors have been shown individually in
previous studies, of which the present results provide a
consistent extension. However, the present study shows
that these factors interact within individual listeners.
These interactions have important implications for the
use of gap detection thresholds as a potential predictor of
language outcome.

Listeners demonstrated significant perceptual
learning. Overall, their gap thresholds decreased over
four days of testing. This is not surprising, given that
perceptual learning is a ubiquitous phenomenon found

Figure 2. Mean gap detection thresholds as a function of marker frequency condition (1000–1150 Hz and 1000–4000 Hz), marker
duration condition (10–10 ms and 10–300 ms), experimental task (yes-no, 2IFC, and dual-pair comparison), and test day. Standard
error bars (within subjects) are shown. 2IFC = two-interval forced-choice.
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across domains. However, it is more interesting that
the amount of perceptual learning was greater for some
conditions than for others. In particular, the greatest
practice-related improvement was found for the yes-no
and 2IFC tasks, with spectrally dissimilar (1000–4000Hz)
markers and with longer (300 ms) trailing marker dura-
tions. In other words, perceptual learningwas greatest in
the conditions in which initial performance was worse.

Unpracticed performance on the dual-pair compar-
ison task was near ceiling (or at least approached the
smallest gap possible with our temporal enveloping tech-
niques). This highlights the fact that the perceptual/
cognitive mechanisms (i.e., those beyond basic temporal
resolution) involved in the yes-no and 2IFC tasks are
amenable to learning. The important implication is that

unpracticed performance on such tasks may not provide
an accurate index of temporal resolution per se.

In terms of individual factors tested, we found
that listeners’ thresholds were significantly higher for
gaps defined by the 1000–4000 Hz markers than the
1000–1150 Hz markers. This is consistent with previ-
ous research that has shown that gap thresholds in-
crease as a function of frequency difference between
markers (Fitzgibbons et al., 1974; Formby, Gerber, et al.,
1998; Formby, Sherlock, & Li, 1998; Grose et al., 2001;
Phillips & Hall, 2000; Taylor et al., 1999). Furthermore,
our observed marker frequency effects are also consis-
tent with the view thatmore central auditory processing
mechanisms are engaged when listeners must integrate
information across disparate frequency channels (Phillips

Figure 3. Mean within-session improvement in gap detection thresholds as a function of marker frequency condition (1000–1150 Hz
and 1000–4000 Hz), marker duration condition (10–10 ms and 10–300 ms), experimental task (yes-no, 2IFC, and dual-pair
comparison), and test day. Standard error bars are shown.

1638 Journal of Speech, Language, and Hearing Research • Vol. 51 • 1630–1642 • December 2008



et al., 1997). However, beyond confirming the results of
previous studies, by testing gap detection over 4 days of
testing and with different tasks, we show that these pu-
tative central processes are capable of perceptual learning
and benefit from the additional contextual information
provided by 2IFC and dual-pair comparison tasks. This
contextual information, namely examples of gap and
no-gap stimuli presented within a given trial, eliminates
the need for listeners to identify stimuli on the basis of
long-termmemory traces and allows them to make rela-
tive judgments. This is shown in the dramatic reduction
in the effect of large frequency separation (in the 1000–
4000 Hz condition) over successive days of testing as well
as through the use of 2IFC and dual-pair comparison
tasks, even on the first day of testing.

The effects of learning and task also interacted with
those of trailing marker duration in similar ways. Thresh-
oldswere significantly higherwith 300ms trailingmarkers
than with 10 ms trailing markers, suggesting a dura-
tion effect in backwardmasking. Alternatively, an effect of
marker duration similarity is also possible—that is, when
the twomarkers have the same duration (10–10ms), some
processes affected by similarity may increase gap thresh-
olds. In addition, even during the first test session, the
effect is reduced considerably by using a dual-pair com-
parison task. Altogether this supports the view that this
effect is influenced by nonsensory cognitive factors (learn-
ing, memory, context) that vary with experimental task.

One important implication of the learning and task
effects observed here concerns the relative contribution
of the ear’s ability to encode the stimulus and the lis-
teners’ ability to use this information to generate correct
decisions in the various experimental tasks. Given the
samebasic gap andno-gap stimuli used across conditions,
variance in performance appears to bemore related to the
latter. This raises the obvious question of what aspect of
temporal processing might relate to language outcome.
Does language outcomedependonbasic sensory encoding
of temporal information, or does it depend more on the
complex perceptual abilities to process and integrate
this information with respect to memory and other con-
textual information? The present results clearly show
that gap detection thresholds (and presumably othermea-
sures of temporal processing) reflect a variety of sensory,
perceptual, and cognitive limitations, combined in vary-
ing degrees as a function of stimulus properties, task,
and learning. By choosing a particular set of stimuli and
experimental procedures, any test of the temporal pro-
cessing hypothesis makes an assumption about what
aspect of temporal processing plays a putative role in the
language outcome.

In the context of the relation between temporal pro-
cessing and language outcome, there are a number of
important considerations. If we assume, for themoment,
that auditory temporal processing does play a role in

language processing, then the present findings raise the
possibility that this relation will only be observed with
some tasks and some stimuli. Alternatively, it may be
that previously reported correlations between temporal
processing and language outcome are largely a result of
nontemporal processing factors, such as perceptual or
working memory. That is, a significant relation between
auditory temporal processing and language ability may
have emerged in the literature because the specific tasks
and stimuli chosen in different designs required a cog-
nitive component that is related to language outcome
even though auditory temporal processing itself may not
be. It is also possible that both types of factors are related
to language outcome, but the use of different experimen-
tal designs or stimuli have lent support to one conclusion
or another.

One theme emerges from studies that support the
temporal processing hypothesis. These studies typically
employ tasks and stimuli that involve the perception of
the relation between different elements or features, rather
than the mere detection of a single feature or element.
For example, the ability to detect a gap in noise is a poor
predictor of language outcome (Ahissar, Protopapas,
Reid, & Merzenich, 2000; Breier, Fletcher, Foorman,
Klaas,&Gray, 2003; Schulte-Körne, Deimel, Bartling,&
Remschmidt, 1998), but the ability to represent spectro-
temporal relations between elements, as in temporal or-
der judgments (Au & Lovegrove, 2001) or the judgments
of the directionality of frequency changes (rather than
the detection of a frequency change), do appear to have
predictive power (Banai & Ahissar, 2006).

Not all putative temporal processing measures tap
the same underlying processing mechanisms. The pres-
ent results clearly show that listeners’ temporal resolu-
tion cannot be adequately described in terms of a single
performancemeasure, such as a gapdetection threshold.
Different aspects of temporal processing are engaged,
even within a family of related gap detection tasks. Ac-
knowledgmentof themultidimensionalnatureof temporal
processing is also critical for making sense of conflicting
reports of the relation between temporal processing
measures and language outcome.

The present results illustrate that the various gap
detection tasks offer different sets of advantages. For
example, the dual-pair comparison task provides highly
reliable thresholds in the sense that listeners’ perfor-
mance did not vary much within and between test ses-
sions. This may be considered a strength. However, there
is very little variability between listeners, which may
limit the use of dual-pair comparison tasks as predictors
of language outcome. The present study did not test lis-
teners with language problems, and it remains to be
seen whether these listeners might also fall within this
tightly constrained range. This of course depends on the
underlying basis of the language deficits.
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In contrast, thresholds obtained in yes-no and 2IFC
tasks do demonstrate greater variability across listen-
ers, which may afford a greater sensitivity to individual
differences in temporal processing. This quality is ad-
vantageous for attempts to relate these differences to
language outcome. However, these individual differences
are drastically reduced with training as thresholds im-
prove, suggesting that the individual differences are re-
lated more to cognitive processing factors than to
temporal resolution itself.

Clearly a listener’s temporal resolution cannot be
adequately described in terms of a single performance
measure, such as a gap detection threshold, as many
stimulus characteristics and processing factors play a
role. Some aspects of temporal processingmay be related
to language outcome, along the lines of the temporal pro-
cessing hypothesis, and others may not. It is only by
better understanding the perceptual processes underly-
ing particular temporal processing tasks that conflicting
results in the literature can be reconciled to provide a
coherent account of the possible role, if any, of temporal
processing ability in language deficits.
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